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Interactive computation

A sequential interactive computation is a Turing machine
(TM) computation that continuously interacts with its
environment by alternately accepting an input string on the

input-tape and computing on the work-tape a corresponding
output string to be delivered on the output-tape.

An interactive computations can be modelled as a sequence
possibly infinite, of non-deterministic 3-tape TMs.
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Persistent Turing machine

In 2004, Scott A. Smolka worked with Dina Goldin and
colleagues on a formal framework for interactive
computing.

The persistent Turing machine (PTM) is a 3-tape Turing
machine dealing with persistent sequential interactive
computations.
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Persistent Turing machine at work

APTM is a 3-tapes TM that performs an infinite sequence of classical
computation. It is based on dynamic stream semantics. A computation is
called sequential interactive computation because it continuously interacts
with its environment by alternately accepting an input string on the input-tape
and computing on the work-tape a corresponding output string to be
delivered on the output-tape. The computation is persistent, meaning that the
content of the work-tape persists from one computation step to the next by
ensuring a memory function.
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Fig. 1. Illustration of PTM macrosteps.
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Preface

Interaction was a common theme in the research of Paris Kanellakis. His doctoral dissertation
explored the computational complexity of concurrency control in distributed databases. Later, his

research interests included object-oriented and constraint databases, complexity issues in process

algebra and other formalisms for concurrent systems, and fault-tolerant parallel algorithms. Given %
that interaction is a hallmark of each of these areas and that the second author (Smolka) was Paris’s maﬂo

first Ph.D. student and the first author (Goldin) was one of his last Ph.D. students, a paper on a ‘“&Otaﬂa o

formal framework for interactive computing seems appropriate for the special issue of Information

and Computation commemorating the anniversary of Paris’s 50th birthday. A preliminary version d.“ect.c,o‘“ Coﬁ\?“ i
of this paper appeared in [I]. 1enc® i seatel©
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The definition of PTM was based on Peter Wegner’s interaction theory developed
to embody distributed network programming.

Interaction is more powerful than rule-based algorithms for computer problem
solving, overturning the prevailing view that all computing is expressible as
algorithms [4,5].

4. P. Wegner. Why Intera. is More P Than Algorit. CACM, Vol. 40, No.5, ACM,
1997.

5. P. Wegner. Interactive foundations of computing. TCS, Vol.192, Elsevier, 1998.

Since in this framework interactions are more powerful than rules-based algo-
rithms they are not expressible by an initial state described in a finite terms.
Therefore, one of the four Robin Gandy’s principles (or constraints) for com-
putability is violated, as stated in [6]. The need to relax such constraints allows
one to think that interactive systems might have a richer behavior than algo-
rithms, or that algorithms should be seen from a different perspective. Although
PTM makes the first effort to build a T'M that accepts infinite input, we strongly
support the idea that the interaction model should also include the formal char-
acterization of the notion of environment.

6. R.O Gandy. Churchs Thesis and Principles for Mechanisms. J. Barwise, H. J.
Keisler and K. Kunen, eds, The Kleene Symposium, North-Holland Publishing
Company, 1980.
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Topological Persistent Turing Machine

Topological Turing machine (TTM) extends the PTM with the

notion of topological environment a global space
constructed over a set of possible TM’s configurations.

Is TTM a potential universal model for interactive

computation and possibly a new model for concurrent
computation?

E. Merelli, University of Camerino



Topology and Persistent Homology

Topology is the geometry of a shape, it deals with with Persistent homology is an
qualitative geometric information of a space, such as algebraic method for discerning
connectivity, classification of loops and higher topological features of space of data
dimensional manifolds, invariants.

Algebraic topology is a branch of mathematics that uses

gebrai | dv topological f e.g. components, set of discreet points
algepralc tools to stuay topological spaces, a set o graph structure
points and for each point a set neighbourhoods, both holes

SatISfymg a set of axioms. Idea: Connect nearby points, build a simplicial

Its goals is to find algebraic invariants that classify complex. ___
topological spaces up to some homeomorphism or :
homotopy equivalences. f

1. Choose\‘\
a distance
d.

\ 2. Connect /
~ pairs of points

/ thatare no /
| further apart:

3. Fillin
| complete
simplices.

In a discrete setting a full information about topological
spaces is inherent in their simplicial representation, a
piece-wise linear, combinatorially complete, discrete
realization of functoriality.

d||

movie by Matthew L. Wright

A ¢ simplicial complex built from points, edges,
triangular faces, etc.

VYV A

Example: What is the shape of the data?

0-simplex 1-simplex 2-simplex 3-simplex . eX§rT1p|e of a
(solid) simplicial complex

Homology counts components, holds, voids, etc.

Problem: Discrete points have trivial topology. o Homology of a simplicial
complex is computable

void via linear algebra.

(contains faces but
empty interior)

hole
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The TOPDRIM objective

The study of new maths for understanding
the dynamics of complex systems
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Topology and complex systems

1. 1o go beyond Complex Networks and

graph theory, beyond structural and
functional connectivity of networks

2. 1o exploit the potential of Simplicial
Complexes and topology theory

(Persistent Homology) for studying n-
dimensional objects (n >= 2) and many-
body interactions that characterize the
emerging behaviour of complex systems

3. to find correlation patterns hidden in a

data space whose dimension justifies the
use of Topological Data Analysis

Emanuela Merelli, University of Camerino



data space T
simplicial complex

base space

fiber bundle + field action
relation patterns

topological data field

COMPLEX SYSTEMS

Complex systems are composed of many non-identical elements,
entangled in loops of nonlinear interactions, and characterized
by the typical 'emergent' behaviour, a non-trivial superstructure
that cannot be reconstructed by a reductionist approach.

M. Rasetti, E. Merelli Topological field theory of data: mining data beyond complex networks, Cambridge University Press, 2016
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Topological algorithmic Field Theory of Data

The TFTD consists of four main steps:

Direct Transformation
1. embedding data space into a combinatorial

direct transformation

topological object, a simplicial complex;

2. considering the complex as base space of a (block)

fiber bundle;

3. assuming a field action, which has a free part, the
combinatorial Laplacian over the simplicial complex, and
an interaction part depending on the process algebra;

4. constructing the gauge group as semi-direct product
of the group generated by the algebra of processes (the
fibers) and the group of (simplecio-morphisms modulo
isotopy) of the data space.

fiber bundle + field action

Emergent features of data-represented complex systems relation patterns
were shown to be expressed by the correlation functions

of the field theory. topological data field

M. Rasetti and E. Merelli. Topological field theory of data: mining data beyond complex networks, Cambridge University Press, 2016
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Topological algorithmic field theory of data at work
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Topological algorithmic field theory of data:

an interdisciplinary research program
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The Topological Field Theory of Data: a program
towards a novel strategy for data mining through
data language

M Rasetti ! and E Merelli

'ISI Foundation, Via Alassio 11-C, 10126 Torino (Italy)
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Abstract. This paper aims to challenge the current thinking in IT for the ‘Big Data’ question,
proposing — almost verbatim, with no formulas — a program aiming to construct an innovative
methodology to perform data analytics in a way that returns an automaton as a recognizer of
the data language: a Field Theory of Data. We suggest to build, directly out of probing data
space, a theoretical framework enabling us to extract the manifold hidden relations (patterns)
that exist among data, as correlations depending on the semantics generated by the mining
context. The program, that is grounded in the recent innovative ways of integrating data into a
topological setting, proposes the realization of a Topological Field Theory of Data, transferring
and generalizing to the space of data notions inspired by physical (topological) field theories
and harnesses the theory of formal languages to define the potential semantics necessary to
understand the emerging patterns.

big data collections
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Abstract In order to define a new method for analyzing
the immune system within the realm of Big Data, we bear
on the metaphor provided by an extension of Parisi's
model, based on a mean field approach. The novelty is the
multilinearity of the couplings in the configurational vari-
ables. This peculiarity allows us to compare the partition
function Z with a particular functor of topological field
theory—the generating function of the Betti numbers of the
state manifold of the system—which contains the same
global information of the system configurations and of the
data set representing them. The comparison between the
Betti numbers of the model and the real Betti numbers
obtained from the topological analysis of phenomenologi-
cal data, is expected to discover hidden n-ary relations
among idiotypes and anti-idiotypes. The data topological
analysis will select global features, reducible neither to a
mere subgraph nor to a metric or vector space. How the

mmune system reacts, how it evolves, how it responds to
stimuli is the result of an interaction that took place among
many entities constrained in specific configurations which
are relational. Within this metaphor, the proposed method
tums out 1o be a global topological application of the
SIB] paradigm for modeling complex systems.

Keywords Immune system - Multilinear mean field -
Pattern discovery - Complex systems - Adaptive models
SIB] paradigm - Topology of data - Betti numbers - Big
Data

1 Introduction

The objective pursued in this note is to frame the research
on the immune system as part of data science. Such
research is naturally complex and articulated and our
contribution intends to be here along the lines of secing it
as a viable candidate for topological data analytics and an
example of the S[B] paradigm for modeling complex sys-
tems. We recall that data science is the practice to deriving
valuable insights from data by challenging all the issues
related to the processing of very large data sets, while Big
Data is jargon to indicate such a large collection of data
(for example, exabytes) characterized by high-dimension-
ality, redundancy, ‘and noise. The analysis of Big Data
requires handling high-dimensional vectors capable of
weaning out the unimportant, redundant coordinates. The
notion of data space, its geometry and topology are the

data field

contextual semantics
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Non locality, topology, formal languages:
new global tools to handle large data sets
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TFTD for Automata-based Learning

The learning process is articulated in three pillars:

i) persistent homology methods, to extract, from a drect transformatin
simplicial complex representation of the manifolds
embedded in data-space, those correlation patterns
that encode deep level information;

ii) topological field theory of data, able to extract all
characteristic information about such patterns, non-
linearly tangled in the data set, in a way that — just in
view of nonlinearity — is expected also to feedback the
re-organization of the data set itself (the gauge group);

iii) theory of formal languages, enabling us to express
the semantics of the transformations implied by the The learning framework
field dynamics into automata-based learning

processes.

Emanuela Merelli, University of Camerino



Classical Notion of Process

* process is the behavior of system
* a process domain is the context to interpret a process
* a behaviour can be described as action relations

* a process performs actions and interacts with other
processes through its environment

Emanuela Merelli, University of Camerino



Topological Persistent Turing Machine:
the algorithmic aspect of TFTD

the algorithm as a process

A topological Turing machine (TTM) is a model
of computation able to describe both the
behaviour of interactive machines, its processes,

and the computational environment, the context
to interpret a process, its process domain.

E. Merelli, University of Camerino



Topological Persistent Turing Machine

Topological Turing machine (TTM) extends
the PTM with the notion of topological

environment, a global space to interpret its
Processes.

E. Merelli, University of Camerino



Fiber bundle = <G, B, H, 11 >

Topological PTM

G: total space

H: fiber space

—
Q

A

Q

- non-linear interactive
JT : Projective map

computations

I

deadlock

‘B: base space linear interactive

computations

B: Simplicial Complex .
Pg: base point
Example: trifold base space two-dimensional handlebody of genus 3

Example: bundle diagram for
Hardy probabilistic model a4

E. Merelli, University of Camerino



The ambient space and PTM can be thought as mathematical representation of
To pological PTM complex systems, merely defined as systems composed of many non-identical

elements, constituent agents living in an environment and entangled in loops of
Fiber bundle = <G, B, H, 7T > . . .
non-linear interactions.

The topological PTM models both the behaviour of

G: total space . ) ] ) .
an interactive machine and its computational

QA
/

The time is represented by

B: base space collection of steps.

Tb? non-linear interactive environment.
Tb: ob computations
1a' g 04’ ' Oby The main idea of the generalization is that output-
ah H bb : 13 tape is forced to be connected to the input-tape
H: fiber space ! / : \:\:"lb’// .Oa :. through a feedback |00p
. |t ' : ! +1a
! : ! : - ! ' . .
e L S . The feedback loop is modelled in a way that the
I o @~ 1 a0y o input string can be affected by the last output
1 ! 3 ' ] .
: : - G strings, and by the current state of the
ROB . 1 deadlock computational environment.
JTU: Projective map , . . ' :
—_— —— : ' : ! '
: ' linear interactive The computational environment
: computations depends on time and space.
k

Given a PTM, let X be a set of its input
and output strings. For each step i in

time, we define an equivalence relation ~;
on X such that input; in X there exists an
operator f; such that fi(input;) = output;

Pg: base point

E. Merelli, University of Camerino



T | . | PTM In classical Turing machine the set of operators f;
Opologica is called rules or transformations. Our goal is to
Fiber bundle = < G, B, H,TT > build an environment where this set of functions

f; can be discovered.
G: total space

of quotient spaces of the set of equivalence
classes X/ ~i of all the feasible relations hidden in

X.

deadlock Each element of X represents a transition
b - . linear interactive from one state of the machine to a next
i non-linear interactive .

1+ Ob computations o enon guided by the operator f;(unknown for

fe Oa’, Obg - the model) constrained over the

i fber 13 Ili ?b , e computational environment.
space | E \:b// E 12 The mathematical objects we are looking for should
e h pooh ' ‘Ela reflect the collective properties of the set X in a
I, o @y | A Ob’ . natural way to support the discovery of the set of

JT : Projective map E : T : : E operators f.
- : E These operators allow us to represent X as a union

' ' 0 '

S

‘B: base
space

The resulting functional matrix of fi, also called

interaction matrix, represents the computational
odel or what we called the learnt algorithm in

=== -------------.--,---.

9. E. Merelli, M. Pettini, M. Rasetti. Topology driven modeling: the IS metaphor.
Natural Computing Vol.14, No.3, 2015.

/
- m mmomowom

In order to characterize the set of operators
f, we decided to analyze the set X of
environmental data by a persistent
homology.

Pg: base point
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We revisit and formalize a concept of com-
putational environment for PTM following Avi Wigderson’s machine learning
paradigm in [7].

Many new algorithms simply 'create themselves with relatively little
intervention from humans, mainly through interaction with massive data*.

4 https://www.ias.edu/ideas/mathematics-and-computation

A. Wigderson. Mathematics and Computation. IAS, Draft: March 2018.

We use the notion of computational environment to define class of abstract
computable functions as sets of relations between inputs and outputs of PTM.

The computational environment depends on time and space. It can evolve and so
the effectiveness of these functions depends on a given moment and a given context.

The infinite computation can be reduced to a set of relations, constrained within its ambient
space by loops of non-linear interactions. The ambient space is not necessarily a vector space.

The non-linearity originated from the shape that can be associated to the ambient space, which can
be obtained by the topological analysis of the set of data provided by the real environment.

Merelli, Wasiwleska - Topological Interpretation of Interactive Computation
E. Merelli, University of Camerino (LNCS 11500, 2019)



The Church-Turing thesis states that

every effective computation can be carried out by a Turing machine or
equivalently a certain informal concept (algorithm) corresponds to a certain
mathematical object (Turing machine) [16].

H. Lewis, C.H. Papadimitriou. Elements of the Theory of Computation. 2nd Ed.
Prentice Hall, 1998.

Definition 6 (Topological environment) Given the set of PTM configura-
tions P; available at a given time 1, the topological environment is the simplicial
complex Sp, constructed over P;.

Definition 7 (Topological Turing machine) A Topological Turing machine
(TTM) is a group G consisting of all interaction streams generated by the group
of PTMs entangled with the group of all transformations of the topological space
Sp preserving the topology. Formally G = Gap A Gyro, where Gap is the group
of PTMs and Gyreo the simplicial analog of the mapping class group.

Proposition 1 If G is automatic, the associated language L is reqular. Since the
representations of G can then be constructed in terms of quivers Q with relations
induced by the corresponding path algebra induced by PTMs, the syntax of L s
fully contained in T and its semantics in M.

Definition 8 (Constrained interactive computation) An interactive com-

putation is constrained if it is defined over a topological space Sp and it is an
element of the language of paths of Sp.

Theorem 4 Any constrained interactive computation is an effective computa-
tion for a TTM.

Thesis 2 Any concurrent computation can be performed by a TTM.

Merelli, Wasiwleska - Topological Interpretation of Interactive Computation
E. Merelli, University of Camerino (LNCS 11500, 2019)



4 Final remarks

In 2013, Terry Tao in his blog [20] posted this question: if there is any computable
group G which is ”Turing complete” in the sense that the halting problem for

any Turing machine can be converted into a question of the above form. In other
words, there would be an algorithm which, when given a Turing machine 7',
would return (in a finite time) a pair xp, yr of elements of G with the property
that x7,yr generate a free group in G if and only if T" does not halt in finite
time. Or more informally: can a 'group’ be a universal Turing machine?

Mathoverflow.  https://mathoverflow.net/questions/88368/can-a-group-be-a-
universal-turing-machine

Is our gauge group G a new algebraic models of

computation for interactive computation?

Can the G group be a Universal Turing machine?

Which process semantics is associated to G?
For which process domain?
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Is our gauge group G a new algebraic models of

computation for interactive computation?

Can the G group be a Universal Turing machine?

Which process semantics is associated to G?
For which process domain?
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